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Plan of talk

2

• Introduce (or re-introduce) constituency, as well as my perspective on its analysis

• Present two approaches to the study of constituency from a cross-linguistic, 
typological perspective, using Chichewa as a test case, focusing on

• The overlap (or non-overlap) of the domains of linguistic processes

• The nature of the linear restrictions found within a given construction

• The presentation is based on joint work with Adam Tallman of Friedrich-Schiller-
Universität Jena



Constituency in grammar

3

• Constituency in linguistics is understood as a 
kind of part–whole structure

• Constituents have played a central role in 
linguistic theory since the mid-20th century

• They have been proposed for phonological, 
morphological and syntactic domains

• There are, often very strong, claims in the 
literature about the relationship between 
constituency and other phenomena

• These include: head–dependent relationships, 
government relationships, binding 
relationships, etc.
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Example of a syntactic constituency diagram

• Represents only constituency

• Implicitly encodes a distinction between 
morphology and syntax



Constituency in grammar

4

• Constituency in linguistics represents a kind 
of part–whole structure

• Constituency has played a central role in 
linguistic theory since the mid-20th century

• It can apply to phonological, morphological 
and syntactic domains

• There are, often very strong, claims in the 
literature about the relationship between 
constituency and other phenomena

• These include: head–dependent relationships, 
government relationships, binding 
relationships, etc.

Example of a prosodic constituency diagram

• Represents constituency and categories

• Adds a separate layer of representation 
for intonational patterns

Sentence Prosody

The prosody of the sentence is determined by its prosodic
phrasing and its tonal structure. The prosodic phrasing consists
of a hierarchically structured set of phonological constituents
(Selkirk, 2011; Nespor and Vogel, 1986; Hayes, 1995). The
tonal structure has different sources. Boundary tones come
with one or more of the phonological constituents,
intonational pitch accents, and any lexical tones that are
introduced by the words.

The Prosodic Hierarchy

In (4), an example of a prosodic representation is given of an
English sentence, together with frequently used symbols. The
boundary tones are subscripted for the phonological constit-
uent they come with, in this case the IP.

The entire structure above the syllables is assumed to
determine how these syllables are rhythmically organized, just
as the structure above the foot does this for feet, and so on. The
constituent that dominates the foot is the phonological word.
In (4), each foot happens to be dominated by a phonological
word. A diagnostic for the phonological word in Germanic
languages is syllabification: within this constituent, consonants
syllabify as onsets with vowels to their right. The phonological
word may be smaller or larger than the morphological word. In
Germanic languages, each lexical constituent is a separate
syllabification domain (e.g., English cat’s eyes syllabify as
[kæts.aɪz], not as *[kæt.saɪz], cf the single phonological word
capsize). Clitics are morphemes that are included in a following
or preceding phonological word (e.g., English What is he
[wɒt.si] saying?). The phonological phrase may determine the
distribution of accents, favoring first and last accents. Although,
Too many! will have two accents, TOOmany COOKS is likely to lose
the pitch accent on many.

The term ‘stress shift’ is applied to cases in which such
rhythmic deaccentuation leads to the sole presence of a pitch
accent on a foot with secondary stress, as in JAPaNESE, but JAPa-
nese FURniture (Gussenhoven, 2011). The intonational phrase
typically comes with boundary tones at its edges. The
intonational phrase Too many cooks in (4) ends with an

H-tone, pronounced after the pitch accent on cooks. Bound-
aries of this type often are felt to correspond with a comma in
writing. The utterance, finally, roughly corresponds with the
intuitive notion of spoken sentence. There are three phono-
logical phrases (Too many cooks, spoil, and the broth), two into-
national phrases (Too many cooks and spoil the broth), and one
utterance (Too many cooks spoil the broth).

The higher ranking phonological constituents are less
predictable from other aspects of the linguistic structure than
the lower ranking ones. The most important factor for the
phonological phrase and beyond is the syntactic structure, but
great length of constituents may lead to the insertion of
constituent breaks. For instance, while Swans like to swim in the
river may well be one IP, a replacement of Swans by Hippopota-
muses is likely to cause a separate IP to arise for the subject.
Conversely, a short length may lead either to restructuring, the
merging of constituents that would be expected to be separate

on the basis of the syntax, or cliticization, the inclusion of
a short syntactic constituent into a lower ranked constituent
than it would have formed by itself if syntax were the only
determinant. An example of restructuring occurs in verb–adverb
combinations in American English (Nespor and Vogel, 1986,
p. 178). If the adverb is a single phonological word, it is likely
to merge with the verb into a single phonological phrase.
Thus, in Rabbits reproduce quickly, the words reproduce and
quickly will combine in a single phonological phrase, while in
Rabbits reproduce quickly and quietly the verb will retain
a phonological phrase to itself. In some varieties of English,
the difference is shown by the pronunciation of reproduce. In
the first example, a pitch accent will occur on re-, but in the
second, there will (also) be one on -duce. In verb–object
combinations, a similar situation exists. Thus, spoil the brothmay
form a single phonological phrase, as shown by varieties that
allow stress shift in verb–object combinations where the object
is a single phonological word. The pronunciation of the verb in
MAINtain ORderwill then contrast with that in ORder to mainTAIN. In
We need to maintain order and discipline, however, the pronun-
ciation *MAINtain is ungrammatical in those same varieties. In
English, cliticization applies to pronouns and auxiliaries, for
instance, as illustrated by the pronunciation ofWhat is he in the
previous paragraph. There is no consensus on how many
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Constituency tests

5

• In principle, constituency is determined 
through constituency tests

• Coordination

• Clefting

• Substitution

• Free occurrence

• ….

• See Osborne (2018) for more examples

Coordination (constituency + same category)
(1) The king and the queen are an amiable couple.

Clefting
(2a) It’s your notes that John wants to look at.
(2b)It was for two hours that his speech lasted.

Substitution
(3) the first problem about ellipsis and the one about 

anaphora

Free occurrence
(4) When has Frank been working on the first 

problem? – At night. 

Examples drawn from McCawley (1998) and Osborne (2018)



Lack of convergence and resolution
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[The coordination] test is prone to false positives. For example, it would appear as 
if the subjects and the verbs form constituents as distinct from the object in the 
following right-node-raising sentence: 

[Bruce loved] and [Dory hated] tuna salad sandwiches.    (Carnie 2008:20)

(1) Fred must [have been singing songs], and Nancy must Ø, too.
(2) Fred must have [been singing songs], and Nancy must have Ø, too. 
(3) Fred must have been [singing songs],  and Nancy must have been Ø, too. 
(4) Fred must have been [singing songs],  and Nancy, too.  (different construction)

[Fred] [must] [have been both singing songs]
[Fred] [must  [have been both singing songs] ]  (McCawley 1998:216)?



Maybe constituents don’t exist?

…we have no good basis for a general, cross-linguistically viable word concept, and hence 
no basis for a general bifurcation between morphology and syntax.

–Haspelmath (2011:32)

Textbooks which discuss arguments for constituency (e.g. McCawley 1998) use a variety 
of criteria to establish constituency relations. But these arguments are also instances of 
language internal methodological opportunism…In the rest of this section, I will discuss a 
number of arguments for constituency, and show how they do not satisfy the 
requirement for a cross-linguistically valid criterion for putative constituency relations. 

–Croft (2001:186)

7



From assumptions to hypotheses
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• What if we neither assume constituents do exist or do not exist, but rather 
reframe the issue in terms of hypotheses?
• In English, constituency tests will converge on a relatively small domain that can be clearly 

identified as the word in English. 

• Cross-linguistically, constituency tests will converge on a relatively small domain in all 
languages that can be identified as the word in each of those languages. 

• Cross-linguistically, the domains of constituency tests will structure in terms of nested sets 
which can be associated with a single tree-based representation. 

• …

• Such hypotheses could be tests in either categorical or probabilistic terms



What is “constituency” anyway?

9

• While often presented as a “package”, constituency 
embeds within it several logically separable properties

• “Clean” nesting of constituents within each other

• Domain-based separation of generalizations (e.g., 
phonological vs. morphological vs. syntactic)

• Quantal clustering of generalizations (i.e., “jumps” in 
the domains over which linguistic processes apply
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What is “constituency” anyway?

10

46 • Chapter Two 

f. Some Caveats and Addenda to the Preceding Sections 

CONCERNING §2A "Ordered labeled tree" is a species of what are called 
graphs in the branch of mathematics known as graph theory. In Mccawley 
1982a, I give a set of axioms that distinguish ordered labeled trees from other 
"graphs." The axioms can be paraphrased as follows: 30 

(1) A tree consists of a set of objects (the nodes), two relations ( "directly dominates" 
and "is to the left of") between the nodes,31 and a function associating each 
node with a label, such that: 

i. There is a node (a root of the tree) that is not dominated by any other node of 
the tree. This axiom excludes a structure such as (2a) below.32 

ii. A tree has only one root. This axiom excludes structures as in (2b). 
iii. The tree has no "loops," that is, a node can be directly dominated by at most 

one other node, whence there can be at most one path leading from a higher 
node to a lower node. This axiom excludes structures as in (2c ). 33 

iv. "Is to the left of" is a partial ordering, that is, it is antisymmetric (if x is to 
the left of y, then y is not to the left of x) and transitive (if x is to the left of y 
and y is to the left of z, then xis to the left of z). 

v. If two nodes are terminal, that is, do not dominate any other nodes, then one 
of them must be to the left of the other. That is, with respect to the terminal 
nodes, "is to the left of" is a total ordering. 

vi. If one node dominates another, then it is neither to the left nor to the right of it. 
vii. A nonterminal node is to the left of another nonterminal node if and only if 

every terminal node that it dominates is to the left of every terminal node 
that the other dominates. This axiom excludes structures as in (2d). 

(2) a. /A b. A B 

B a b C d 

~c 

C. A d. A 

--------------B C B C 

?3Z? 
a b C a b C d 

Axioms v-vii might be given in a simpler form if it were not that I want to 
allow for the possibility of discontinuous constituent structure, that is, for 
trees in which a node dominates two items without dominating everything that 
is between them, as in (3): 
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Complete nesting of constituents

Overlap (non-nesting) of constituents

M
cC

aw
le

y 
(1

99
8:

12
)

• While often presented as a “package”, constituency 
embeds within it several logically separable properties

• “Clean” nesting of constituents within each other

• Domain-based separation of generalizations (e.g., 
phonological vs. morphological vs. syntactic)

• Quantal clustering of generalizations (i.e., “jumps” in 
the domains over which linguistic processes apply



OVERVIEW OF THE SCHEME OF ANALYSIS • 47 

(3) s 

NP V' 

I 
John V NP p 

up 

V the answer 
looked 

Structures such as (3) were widely accepted by descriptivist linguists in the 
1940s and 1950s but have been almost uniformly rejected by transformational 
grammarians. Since I regard as preposterous the grounds on which transfor-
mational grammarians have rejected that type of structure (see McCawley 
1982a for details), I harbor no prejudice against it. There are indeed several 
syntactic constructions for which there are strong arguments in favor of an 
analysis in terms of discontinuous structure, including parenthetical construc-
tions (4a), nonrestrictive relative clause constructions (4b), and extraposed 
relative clause constructions (4c): 

( 4) a. Your brother, I'm fairly sure, won't want to help you. 
b. Your brother, whom I don't trust, isn't a good person to ask. 
c. Several persons have filed suits who were injured in the accident. 

When those constructions are taken up below, I will present the arguments for 
a discontinuous structure. 

While I regard the outright rejection of discontinuous structure as mis-
guided, I note that continuous structures allow one to indulge in a typographi-
cal convenience, namely, that of representing the tree by a labeled bracketing: 
for example, the information embodied in the diagram (5a) can be represented 
by the formula (5b): 

(5) a. s b. (5 [NP John] [v· atev [NP bread]]] 

NP V' 

I~ 
John V NP 

ate 
I 

bread 

For convenience, I will in fact often use formulas like (5b) when referring to 
continuous structures; for example, I will use [v· VA'] as a shorthand device 
to refer to a verb phrase consisting of verb followed by adjective phrase. 

I should also point out that the terms "tree" and "tree diagram" are by no 
means interchangeable, though their uncritical use often makes them seem so. 
The typographical objects that appear as (3) and (5a) are tree diagrams, and the 

What is “constituency” anyway?
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Complete nesting of constituents

Discontinuous, but maybe nested?
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• While often presented as a “package”, constituency 
embeds within it several logically separable properties

• “Clean” nesting of constituents within each other

• Domain-based separation of generalizations (e.g., 
phonological vs. morphological vs. syntactic)

• Quantal clustering of generalizations (i.e., “jumps” in 
the domains over which linguistic processes apply



What is “constituency” anyway?
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86 Bruce Hayes

On Wednesday, he told the stories to the children

w1 w1 W1 W1 W1 W1 W1
W
1

W
11

On
1

Wednesday,
1

he
1

told
1

the
1

stories
1

to
1

the
1

children

W =  Word C =  Clitic Group P =  Phonological Phrase 
I =  Intonational Phrase U =  Utterance

When combined with a requirement that the string be parsed exhaustively 
at all levels, this means that all expressions have exactly the same number 
of levels of embedding.

The basic support for the prosodic hierarchy lies in the fact that there 
are many phonological rules that refer to phrasal domains that are not 
syntactic constituents. This and other arguments are presented in a grow-
ing body of research; cf. Phonology Yearbook 4, several of the papers in this 
volume, and the references cited therein. I review some of the arguments 
below in section 8. Although problems and possible coimterexamples ex-
ist in various languages, my view is that prosodic hierarchy theory has 
had enough descriptive and explanatory success so far that it constitutes 
the most promising research program for the study of phrasal phonology.

1 Shortcomings of Prosodic Hierarchy 
Theory, and a Proposal

It is clear, however, that the prosodic hierarchy cannot serve as a complete 
theory of the phonological phenomena that are syntax-dependent. That

Precompiled Phrasal Phonology 87

is, the slogan imder (1) has been clearly shown not to be true. I give some 
counterexamples below.

(3) a. Ewe (Clements 1978): A High tone verb acquires Rising tone 
following High or Rising tone if the immediately following noun 
root bears Mid or Low tone on its first syllable.

b. French (Selkirk 1972): In colloquial style {conversation  fam i-  
liere), liaison occurs between an adjective or quantifier and a 
following norm, but not between an adverb and a following verb 
or adjective.

c. Hausa (Kraft and Kirk-Green 1973): A verb-final long vowel is 
shortened immediately before an object NP.

Rules like these refer to very specific syntactic information, and do not 
generalize across X' categories as phonological phrasing characteristically 
does. Thus it is unlikely that a successful account of such rules based on 
phonological phrasing could be maintained. I will refer to rules like (3a-c) 
as ‘direct-syntax rules.’ Selkirk 1980a and Nespor and Vogel 1986:32-3 
note the existence of such rules, and observe that they fall outside the 
scope of prosodic hierarchy theory.

The existence of direct-syntax rules is a problem for prosodic hierarchy 
theory, since when a rule doesn’t fit the predictions of the theorj^.we can 
usually reclassify it as a direct-syntax rule. This seriously reduced tile 
falsifiability, hence the predictive value, of the theory.

An option that may be workable here is to develop a theory of the 
residue left unaccounted for by prosodic hierarchy theory. That is, the, 
phenomena that elude successful treatment in prosodic hierarchy theory 
may have their own regularities that can be insightfully accounted for 
under a completely different theory.

In this paper I propose a theory of this sort, based in part on work 
by Zwicky 1985d, 1987a; Pullum and Zwicky 1988 (forthcoming); and 
Spencer 1988. My claim is that all phonological rples fall into one of two 
classes: (a) truly phrasal rules, which apply postsyntactically and may 
refer only to the levels of the prosodic hierarchy; (b) lexical rules, which 
apply presyntactically within the lexicon. Of the latter, a subset are ‘pre-
compiled rules,’ which derive multiple diacritically-marked allomorphs for 
certain classes of words. At the interface of syntax and phrasal phonol-
ogy, the appropriate diacritically-marked allomorphs are inserted in the 
relevant syntactic contexts.

A central claim of the theory is that direct-syntax rules do not exist. 
The theory reanalyzes most such rules as precompiled rules. The reanaly-
sis is not just a notational translation, because the conditions under which 
rules may be precompiled are limited in specific ways. Thus my proposal 
makes empirical predictions that are not made by a theory under which 
direct-syntax rules are allowed.

86 Bruce Hayes 

(2) a. S' --------PP S 

P NP NP VP 
1 1 _____-r----__ 

N Pro V NP PP 
/'-._ 

Det N P NP 
/"-.. 

Det N 
1 1 

On Wednesday, he told the stories to the children 

b. 

I 
1 
p 
1 
C 

w w 
1 1 

u 
I --------p p 

1 
C C C 

wwwwww w 
1 1 1 1 1 1 1 

On Wednesday, he told the stories to the children 
W = Word C = Clitic Group P = Phonological Phrase 
I = Intonational Phrase U = Utterance 

When combined with a requirement that the string be parsed exhaustively 
at all levels, this means that all expressions have exactly the same number 
of levels of embedding. 

The basic support for the prosodie hierarchy lies in the fact that there 
are many phonological rules that refer to phrasal domains that are not 
syntactic constituents. This and other arguments are presented in a grow-
ing body of research; cf. Phonology Yearbook 4, several of the papers in this 
volume, and the references cited therein. I review some of the arguments 
below in section 8. Although problems and possible counterexamples ex-
ist in various languages, my view is that prosodie hierarchy theory has 
had enough descriptive and explanatory success so far that it constitutes 
the most promising research program for the study of phrasa} phonology. 

1 Shortcomings of Prosodie Hierarchy 
Theory, and a Proposai 

It is clear, however, that the prosodie hierarchy cannot serve as a complete 
theory of the phonological phenomena that are syntax-dependent. That 

Precompiled Phrasal Phonology 87 

is, the slogan under (1) has been clearly shown not to be true. I give some 
counterexamples below. 

(3) a. Ewe (Clements 1978): A High tone verb acquires llising tone 
following High or Rising tone if the immediately following noun 
root bears Mid or Low tone on its first syllable. 

b. French (Selkirk 1972): In colloquial style ( conversation fami-
lière), liaison occurs between an adjective or quantifier and a 
following noun, but not between an adverb and a following verb 
or adjective. 

c. Hausa (Kraft and Kirk-Green 1973): A verb-final long vowel is 
shortened immediately before an object NP. 

Rules like these refer to very specific syntactic information, and do not 
gen~ralize across X' categories as phonological phrasing characteristically 
does. Thus it is unlikely that a successful account of such rules based on 
phonological phrasing could be maintained. I will refer to rules like (3a-c) 
as 'direct-syntax rules.' Selkirk 1980a and Nespor and Vogel 1986:32-3 
note the existence of such rules, and observe that they fall outside the 
scope of prosodie hierarchy theory. 

The existence of direct-syntax rules is a problem for prosodie hierarchy 
theory, since when a rule doesn't fit the predictions of the theor:v,. we ca_n 
usually reclassify it as a direct-syntax rule. This seriously reduces the 
falsifiability, hence the predictive value, of the theory. 

An option that may be workable here is to develop a theory of tlie 
residue left unaccounted for by prosodie hierarchy theory. That is, the, 
phenomena that elude successful treatment in prosodie hierarchy theory 
may have their own regularities that can be insightfully accounted for 
under a completely different theory. 

In this paper I propose a theory of this sort, based in part on work 
by ~wicky 1985d, 1987a; Pullum and Zwicky 1988 (forthcoming); and 
Spencer 1988. My daim is that all phonological r:ules fall into one of two 
classes: {a) truly phrasal rules, which apply postsyntactically and may 
refer only to the levels of the prosodie hierarchy; (b) lexical rules, which 
apply p;esyntactically within the lexicon. Of the latter, a subset are 'pre-
compiled rules,' which derive multiple diacritically-marked allomorphs for 
certain èlasses of words. At the interface of syntax and phrasal phonol-
ogy, the appropriate diacritically-marked allomorphs are inserted in the 
relevant ·syntactic contexts. 

A central daim of the theory is that direct-syntax rules do not exist. 
The theory reanalyzes most such rules as precompiled rules. The reanaly-
sis is not just a notational translation, because the conditions under which 
rules may be precompiled are limited in specific ways. Thus my proposal 
makes empirical predictions that are not made by a theory under which 
direct-syntax rules are allowed. 

Hayes (1990:86)

Syntactic vs. prosodic constituency

• While often presented as a “package”, constituency 
embeds within it several logically separable properties

• “Clean” nesting of constituents within each other

• Domain-based separation of generalizations (e.g., 
phonological vs. morphological vs. syntactic)

• Quantal clustering of generalizations (i.e., “jumps” in 
the domains over which linguistic processes apply
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• While often presented as a “package”, constituency 
embeds within it several logically separable properties

• “Clean” nesting of constituents within each other

• Domain-based separation of generalizations (e.g., 
phonological vs. morphological vs. syntactic)

• Quantal clustering of generalizations (i.e., “jumps” in 
the domains over which linguistic processes apply



Typology and constituency
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• Exploratory approach to typology (based on Greenberg’s foundational work)

• Start with a domain and a model of its variation (e.g., basic word order as SOV, SVO, VSO, etc.)

• Survey attested variation across a sample of languages, paying attention to consistency in coding

• Examine the data for potential universals (e.g., Verb and Object tend to be adjacent, providing 
possible evidence for a verb phrase)

4/15/24, 1:54 PM leaflet

file:///Users/jcgood/Desktop/map.html 1/1

Order of Subject, Object and Verb
 SOV
 SVO
 VOS
 OVS
 VSO
 OSV
 No dominant order

1000 km
1000 mi Leaflet | © OpenStreetMap contributors



Hypothesis testing via typology
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• Testing a hypothesis using typological methods requires a different approach to 
avoid circularity in the analysis
• Develop a hypothesis (e.g., domains of linguistic generalizations will have a nested 

set structure) 
• Develop a coding scheme that does not inadvertently assume the hypothesis in 

whole or part (e.g., do not presuppose a word vs. phrase distinction) 
• Determine what kinds of qualitative and quantitative analysis can be used to 

validate the hypothesis 

• Rest of the talk: Two approaches to examining constituency as a hypothesis

• Each approach can be seen as an extension of Bickel’s (2010) proposals for 
multivariate typology
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26 26

11 11

7 7

32 32
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33 33Intonation−YesNoQuestion−Maximal
Intonation−DeclarativeContentQuestion

Intonation−YesNoQuestion−Minimal
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

TonePattern3
TonePattern4−noOM

TonePattern4−OM
TonePattern5

TonePatternNeg2
TonePattern2−OM

TonePattern2−noOM
TonePatternHighToneExtension

Tonal−EncliticToneShift
Tonal−FinalRetraction

Tonal−Plateauing
Prosodic−DisyllabicMinimality

Segmental−muContraction−Maximal
Tonal−ToneDoubling

Prosodic−PenultimateLengthening−noOM
Prosodic−PenultimateLengthening−OM

Segmental−muContraction−Minimal
Tonal−MeeussensRule

Tonal−RootExtensionHighTone−IMP
Segmental−VowelHarmony

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

SubspanRepetition−Coordination−Maximal
NonPermutability−Scopal−noOM

NonInterruptibility−noOM
Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
BiuniquenessDeviation−TAMP

Cicategorial−Minimal
NonPermutability−Strict−noOM

NonPermutability−Strict−OM
SubspanRepetition−Coordination−Minimial

BiuniquenessDeviation−Valency
FreeOccurrence−Maximal−AFF/2pOBJ

FreeOccurrence−Maximal−AFF/elsewhere
FreeOccurrence−Maximal−AFF/IMP_2pl
FreeOccurrence−Minimal−AFF/IMP_2pl

FreeOccurrence−Maximal−AFF/IMP_2sg
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Reduplication

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmental

Study 1: Planar structures
Do constituents emerge from diagnostics?



Tallman (2021): Constituency in Chácobo
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• Tallman (2021) develops a model for 
examining the nesting and quantal aspects of 
models of constituent structure

• The notion of a planar structure is developed 
to encode positions around a core element

• The positions for a number of constituency 
tests in Chácobo are then coded

• The model requires some assumptions 
regarding morphemes and clauses…

• …but it does not assume words or phrasal 
constituents

Examples drawn from McCawley (1998) and Osborne (2018)

Figure 3. Constituency test results with morphosyntactic and phonological domains
pooled in Chácobo

rather than separating them is that no competing wordhood candidates emerge.
Using the simulation models, the probability that a 3-way convergence occurs
with 24 tests in 28 positions is 0.1953. Combining the criteria, seems to help in
identifying a word constituent. The simulated probability of a word in general is
lower than that for a phonological word. However, the number is still not low
enough to support the idea that the word is not a product of chance. I tentatively
conclude that if the word category is motivated in Chácobo, its motivation is very
weak and cannot clearly be supported based on language-internal evidence alone.

7. Conclusions and future research

This study has proposed a cluster of methodologies for investigating wordhood
that treats the possibility of a language having a word constituent as a testable
empirical hypothesis. The three most important methodologies are as follows: (i)
a heuristic planar structure; (ii) test fracturing; (iii) simulated probability of con-
vergence by chance. The planar structure represents an entire sentence headed by

[52] Adam J. R. Tallman

coordinate context (e.g. *I walk and talk-ed).13 Thus, each coordination construc-
tion must be further fractured into two more subtests listed in (17).

(32) FRACTURING COORDINATION
a. Maximal (repeated) subspan: The subspan of positions whose elements

can occur in each of the coordinated constituents without reference to
whether some of these elements can be elided or interpreted via wide-
scope of one element over the repeated subspans.

b. Minimal (repeated) subspan: The subspan of positions whose elements
cannot be interpreted unless they are present in the subspan itself. The
elements of the positions in the subspan cannot be elided under co-/sub-
ordination or the positions of the subspan cannot have wide scope over
the repeated subspans.

Below, I apply each of these interpretations to the coordinate constructions listed
in (31).

5.7.1.1 Asyndetic coordination (6–17, 7–13)
Asyndetic coordination refers to the coordination without an overt linker marker.
The maximal repeated subspan identi0ed by asyndetic coordination is 6–17.14 In
a single sentence asyndetic coordination entails repeating a subspan of the verbal
planar template from 6 to 17. The le2-edge and right-edges of this span is illus-
trated in (18) below.

(33) 6
waka
cow

8
atʃ
grab

9
-a
-TR

[    17    ]
=tɨkı̵́(n)=kɨá
=AGAIN=CNTRFCT

6
notı́
canoe

8
nɨʂ
tie

9
-a
-TR

[    17    ]
=tɨkɨ(n)=kɨá
=AGAIN=CNTRFCT

20
adaŋ= ́
Adam=ERG

21
=wa
=TR

24
=kɨ
=DEC:P

‘Adam attempted to grab the cow again and attempted to tie the canoe again.’

Within the le2-most repeatable 6–17 span of asyndetic coordination construc-
tions, elements can be elided or have wide scope over the two constituents. This
is illustrated in (34) with the position 14 associated motion clitic =kaná~=boná

13. As discussed in Haspelmath (2011: 47 49) the test does not identify an orthographic word
in English (e.g. I study pre- and post- revolutionary Bolivia; Artstein 2005).
14. In what follows I only deal with elision under coordination in so far as it concerns elision
of elements in the le2-most coordinated constituent. I do not yet have completely reliable data
concerning the possibility of elements of the le2-most constituent having wide scope over coor-
dinated constituents. In principle coordination tests could be further fractured according to the
wide scope on the le2 and the right side. This question requires future research in Chácobo.

[30] Adam J. R. Tallman



Chichewa as a test language

18

• For my own examination of this approach, I made use of data from 
the Bantu language Chichewa

• This was due to the fact that I had decent knowledge of the language 
and the availability of reference sources

• Approach

• Create a Chichewa planar structure

• Find all morphosyntactic and phonological generalizations that 
could be considered constituency tests

• Code their domains in terms of planar positions

• Future work: Compare Chichewa with other languages coded in this 
way as part of a general consideration of diversity in constituency
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Position Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ

[Sí]4-[ú]5-[kú-ká-ngo]6-[zí]7-[thyól]8-[ets]12-[el]13-[á]16-[nso]18

NEG-3SM-PRS-GO-JUST-10OM-break-CAUS-APPL-FV-too
[mipando]20

4.chairs
“It is not just going to have the chairs broken for them as 
well (too).” (Mchombo 2004:69)
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Position Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ

[Sí]4-[ú]5-[kú-ká-ngo]6-[zí]7-[thyól]8-[ets]12-[el]13-[á]16-[nso]17

NEG-3SM-PRS-GO-JUST-10OM-break-CAUS-APPL-FV-too
[mipando]18

4.chair
“It is not just going to have the chairs broken for them as 
well (too).” (Mchombo 2004:69)
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Position Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ

[Kodí]1 [anyaní á mísala]3

Q  2.baboon 2.ASS 4.madness

[a]5-[ku]6-[phwány]8-[á]15 [chiyáni]18?
2SM-PRES-smash-FV  what

“What are the mad baboons smashing?”
(Mchombo 2005:69)



What do the diagnostics look like?
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Anyání á-ma-[mang-its-il-án-á]-[mang-its-il-án-á] zi-sakasakwá míkângo.
2-baboons 2sM-HAB-build-CAUS-APPL-RECIP-FV 8.huts by 4.lions 
“The baboons frequently get huts built for each other by the lions.”

Reduplication
an instance of subspan repetition

Mchombo (2004:112)



What do the diagnostics look like?
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Sí-ú-kú-ká-ngo-zí-thyól-ets-el-á-nso mipando
NEG-3SM-PRS-GO-JUST-10OM-break-CAUS-APPL-FV-too 4.chair
“It is not just going to have the chairs broken for them as well (too).”

Affixal selection
an instance of ciscategorial selection

Mchombo (2004:69)



What do the diagnostics look like?
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INFINITIVE APPLICATIVE APPLICATIVE+CAUSATIVE GLOSS
ku-phíik-a ku-phíik-il-a ku-phíik-il-its-a ‘cook’
ku-méeny-a ku-méeny-el-a ku-méeny-el-ets-a ‘hit’

Vowel harmony

Based on Downing & Mtenje (2017:71–72)



What do the diagnostics look like?
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Morphological tone-segment association

TONELESS VERB GLOSS HIGH-TONED VERB GLOSS

ii-ph-a ‘kill’
meeny-a ‘hit’ peéz-á ‘find’
yang’aan-a ‘look’ namiíz-á ‘deceive’
fotokooz-a ‘explain’ thamaáng-á ‘run’
tembenuuz-a ‘turn around’ khululuk-iíl-á ‘pardon’
vundukul-iits-a ‘make uncover’ thamang-iíts-á ‘chase’

TONELESS VERB GLOSS HIGH-TONED VERB GLOSS

tií-ph-é ‘let’s kill’
ti-meény-é ‘let’s hit’ ti-peéz-é ‘let’s find’
ti-yang’aán-é ‘let’s look’ at ti-namiíz-é ‘let’s deceive’
ti-fotokoóz-é ‘let’s explain’ ti-thamaáng-é ‘let’s run’
ti-tembenuúz-é ‘let’s turn over’ ti-khululuk-iíl-é ‘let’s pardon’
ti-sokoneéz-é ‘let’s mess up’ ti-tambalaál-é ‘let’s stretch legs’

Downing & Mtenje (2017:139, 144)
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6 6

7 7
8 8

11 11

16 16

13 13

20 20

9 9

18 18

9 9

19 19

18 18
18 18

12 12

22 22

6 6
6 6

5 5

15 15

7 7

1 1
1 1
2 2
2 2

12 12

14 14

17 17

6 6

15 15

18 18

7 7

18 18
18 18

7 7

6 6

10 10

10 10
10 10

10 10

13 13
13 13

13 13

13 13
13 13

10 10

15 15
15 15

15 15
15 15

13 13

15 15

4 4

15 15

3 3

21 21
21 21

22 22Intonation−YesNoQuestion−Maximal
SubspanRepetition−Coordination−Maximal

Intonation−DeclarativeContentQuestion
Intonation−YesNoQuestion−Minimal

NonPermutability−Scopal−noOM
NonInterruptibility−noOM

Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
Tonal−EncliticToneShift

Tonal−FinalRetraction
Tonal−Plateauing

Prosodic−DisyllabicMinimality
FreeOccurrence−Maximal−AFF/2pOBJ

BiuniquenessDeviation−TAMP
Segmental−muContraction−Maximal

Tonal−ToneDoubling
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

Prosodic−PenultimateLengthening−noOM
FreeOccurrence−Maximal−AFF/elsewhere

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

Cicategorial−Minimal
Prosodic−PenultimateLengthening−OM

FreeOccurrence−Maximal−AFF/IMP_2pl
TonePattern3

TonePattern4−noOM
TonePattern4−OM

TonePattern5
TonePatternNeg2

NonPermutability−Strict−noOM
NonPermutability−Strict−OM

FreeOccurrence−Minimal−AFF/IMP_2pl
FreeOccurrence−Maximal−AFF/IMP_2sg

Segmental−muContraction−Minimal
Tonal−MeeussensRule

TonePattern2−OM
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Coordination−Minimial
SubspanRepetition−Reduplication

Tonal−RootExtensionHighTone−IMP
TonePattern2−noOM

Segmental−VowelHarmony
TonePatternHighToneExtension
BiuniquenessDeviation−Valency

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmentalPosition Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ
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6 6

7 7
8 8

11 11

16 16

13 13

20 20

9 9

18 18

9 9

19 19

18 18
18 18

12 12

22 22

6 6
6 6

5 5

15 15

7 7

1 1
1 1
2 2
2 2

12 12

14 14

17 17

6 6

15 15

18 18

7 7

18 18
18 18

7 7

6 6

10 10

10 10
10 10

10 10

13 13
13 13

13 13

13 13
13 13

10 10

15 15
15 15

15 15
15 15

13 13

15 15

4 4

15 15

3 3

21 21
21 21

22 22Intonation−YesNoQuestion−Maximal
SubspanRepetition−Coordination−Maximal

Intonation−DeclarativeContentQuestion
Intonation−YesNoQuestion−Minimal

NonPermutability−Scopal−noOM
NonInterruptibility−noOM

Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
Tonal−EncliticToneShift

Tonal−FinalRetraction
Tonal−Plateauing

Prosodic−DisyllabicMinimality
FreeOccurrence−Maximal−AFF/2pOBJ

BiuniquenessDeviation−TAMP
Segmental−muContraction−Maximal

Tonal−ToneDoubling
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

Prosodic−PenultimateLengthening−noOM
FreeOccurrence−Maximal−AFF/elsewhere

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

Cicategorial−Minimal
Prosodic−PenultimateLengthening−OM

FreeOccurrence−Maximal−AFF/IMP_2pl
TonePattern3

TonePattern4−noOM
TonePattern4−OM

TonePattern5
TonePatternNeg2

NonPermutability−Strict−noOM
NonPermutability−Strict−OM

FreeOccurrence−Minimal−AFF/IMP_2pl
FreeOccurrence−Maximal−AFF/IMP_2sg

Segmental−muContraction−Minimal
Tonal−MeeussensRule

TonePattern2−OM
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Coordination−Minimial
SubspanRepetition−Reduplication

Tonal−RootExtensionHighTone−IMP
TonePattern2−noOM

Segmental−VowelHarmony
TonePatternHighToneExtension
BiuniquenessDeviation−Valency

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmentalPosition Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ
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6 6

7 7
8 8

11 11

16 16

13 13

20 20

9 9

18 18

9 9

19 19

18 18
18 18

12 12

22 22

6 6
6 6

5 5

15 15

7 7

1 1
1 1
2 2
2 2

12 12

14 14

17 17

6 6

15 15

18 18

7 7

18 18
18 18

7 7

6 6

10 10

10 10
10 10

10 10

13 13
13 13

13 13

13 13
13 13

10 10

15 15
15 15

15 15
15 15

13 13

15 15

4 4

15 15

3 3

21 21
21 21

22 22Intonation−YesNoQuestion−Maximal
SubspanRepetition−Coordination−Maximal

Intonation−DeclarativeContentQuestion
Intonation−YesNoQuestion−Minimal

NonPermutability−Scopal−noOM
NonInterruptibility−noOM

Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
Tonal−EncliticToneShift

Tonal−FinalRetraction
Tonal−Plateauing

Prosodic−DisyllabicMinimality
FreeOccurrence−Maximal−AFF/2pOBJ

BiuniquenessDeviation−TAMP
Segmental−muContraction−Maximal

Tonal−ToneDoubling
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

Prosodic−PenultimateLengthening−noOM
FreeOccurrence−Maximal−AFF/elsewhere

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

Cicategorial−Minimal
Prosodic−PenultimateLengthening−OM

FreeOccurrence−Maximal−AFF/IMP_2pl
TonePattern3

TonePattern4−noOM
TonePattern4−OM

TonePattern5
TonePatternNeg2

NonPermutability−Strict−noOM
NonPermutability−Strict−OM

FreeOccurrence−Minimal−AFF/IMP_2pl
FreeOccurrence−Maximal−AFF/IMP_2sg

Segmental−muContraction−Minimal
Tonal−MeeussensRule

TonePattern2−OM
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Coordination−Minimial
SubspanRepetition−Reduplication

Tonal−RootExtensionHighTone−IMP
TonePattern2−noOM

Segmental−VowelHarmony
TonePatternHighToneExtension
BiuniquenessDeviation−Valency

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmentalPosition Type Elements
1 Slot Q

2 Zone PRESUBJ

3 Slot SUBJ

4 Slot NEG

5 Slot SM

6 Zone TAMP

7 Slot OM

8 Slot ROOT

9 Slot UNPROD EXT

10 Slot STAT

11 Slot CAUS

12 Slot APP

13 Slot RECIP

14 Slot PASS

15 Slot FINAL

16 Slot POSTFINAL2P

17 Zone POSTFINALENC

18 Slot OBJ

19 Zone POSTOBJ
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6 6

7 7
8 8

11 11

16 16

13 13

20 20

9 9

18 18

9 9

19 19

18 18
18 18

12 12

22 22

6 6
6 6

5 5

15 15

7 7

1 1
1 1
2 2
2 2

12 12

14 14

17 17

6 6

15 15

18 18

7 7

18 18
18 18

7 7

6 6

10 10

10 10
10 10

10 10

13 13
13 13

13 13

13 13
13 13

10 10

15 15
15 15

15 15
15 15

13 13

15 15

4 4

15 15

3 3

21 21
21 21

22 22Intonation−YesNoQuestion−Maximal
SubspanRepetition−Coordination−Maximal

Intonation−DeclarativeContentQuestion
Intonation−YesNoQuestion−Minimal

NonPermutability−Scopal−noOM
NonInterruptibility−noOM

Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
Tonal−EncliticToneShift

Tonal−FinalRetraction
Tonal−Plateauing

Prosodic−DisyllabicMinimality
FreeOccurrence−Maximal−AFF/2pOBJ

BiuniquenessDeviation−TAMP
Segmental−muContraction−Maximal

Tonal−ToneDoubling
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

Prosodic−PenultimateLengthening−noOM
FreeOccurrence−Maximal−AFF/elsewhere

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

Cicategorial−Minimal
Prosodic−PenultimateLengthening−OM

FreeOccurrence−Maximal−AFF/IMP_2pl
TonePattern3

TonePattern4−noOM
TonePattern4−OM

TonePattern5
TonePatternNeg2

NonPermutability−Strict−noOM
NonPermutability−Strict−OM

FreeOccurrence−Minimal−AFF/IMP_2pl
FreeOccurrence−Maximal−AFF/IMP_2sg

Segmental−muContraction−Minimal
Tonal−MeeussensRule

TonePattern2−OM
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Coordination−Minimial
SubspanRepetition−Reduplication

Tonal−RootExtensionHighTone−IMP
TonePattern2−noOM

Segmental−VowelHarmony
TonePatternHighToneExtension
BiuniquenessDeviation−Valency

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmental

No clear evidence for 
special status of the 
orthographic word.
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1 1
2 2

3 3
4 4

6 6
5 5

14 14

9 9

12 12

9 9

13 13

12 12
12 12

10 10

15 15

8 8

1 1

18 18

23 23

20 20

16 16
16 16
17 17
17 17

21 21
22 22

24 24

19 19

23 23

25 25

20 20

25 25
25 25

28 28
27 27

29 29

29 29
29 29

29 29

30 30
30 30

30 30

30 30
30 30

29 29

31 31
31 31

31 31
31 31

30 30

31 31

26 26

11 11

7 7

32 32
32 32

33 33Intonation−YesNoQuestion−Maximal
Intonation−DeclarativeContentQuestion

Intonation−YesNoQuestion−Minimal
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

TonePattern3
TonePattern4−noOM

TonePattern4−OM
TonePattern5

TonePatternNeg2
TonePattern2−OM

TonePattern2−noOM
TonePatternHighToneExtension

Tonal−EncliticToneShift
Tonal−FinalRetraction

Tonal−Plateauing
Prosodic−DisyllabicMinimality

Segmental−muContraction−Maximal
Tonal−ToneDoubling

Prosodic−PenultimateLengthening−noOM
Prosodic−PenultimateLengthening−OM

Segmental−muContraction−Minimal
Tonal−MeeussensRule

Tonal−RootExtensionHighTone−IMP
Segmental−VowelHarmony

Segmental−Assimilation
Segmental−GlideInsertation

Segmental−HiatusResolution−Deletion
Segmental−HiatusResolution−Glide

SubspanRepetition−Coordination−Maximal
NonPermutability−Scopal−noOM

NonInterruptibility−noOM
Ciscategorial−Maximal
NonInterruptibility−OM

NonPermutability−Scopal−OM
BiuniquenessDeviation−TAMP

Cicategorial−Minimal
NonPermutability−Strict−noOM

NonPermutability−Strict−OM
SubspanRepetition−Coordination−Minimial

BiuniquenessDeviation−Valency
FreeOccurrence−Maximal−AFF/2pOBJ

FreeOccurrence−Maximal−AFF/elsewhere
FreeOccurrence−Maximal−AFF/IMP_2pl
FreeOccurrence−Minimal−AFF/IMP_2pl

FreeOccurrence−Maximal−AFF/IMP_2sg
FreeOccurrence−Minimal−AFF/IMP_2sg

SubspanRepetition−Reduplication

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Positions on the verbal planar structure

Domain Type: length morphosyntactic phonological tonosegmental



1 1
2 2

3 3
4 4

6 6
5 5

14 14

9 9

12 12

9 9

13 13

12 12
12 12

10 10

15 15

8 8

1 1

18 18

23 23

20 20

16 16
16 16
17 17
17 17

21 21
22 22

24 24

19 19

23 23

25 25

20 20

25 25
25 25

28 28
27 27

29 29

29 29
29 29

29 29

30 30
30 30

30 30

30 30
30 30

29 29

31 31
31 31

31 31
31 31

30 30

31 31

26 26

11 11

7 7

32 32
32 32

33 33Intonation−YesNoQuestion−Maximal
Intonation−DeclarativeContentQuestion

Intonation−YesNoQuestion−Minimal
TonePatternNeg−noOM

TonePatternNeg−OM
TonePatternNeg3−PAST

TonePatternNeg3−PERM
TonePatternRel3

TonePattern6
TonePattern7−OM

TonePattern8−noOM
TonePattern8−OM

TonePatternRel2
TonerPattern7−noM

TonePattern3
TonePattern4−noOM

TonePattern4−OM
TonePattern5

TonePatternNeg2
TonePattern2−OM

TonePattern2−noOM
TonePatternHighToneExtension

Tonal−EncliticToneShift
Tonal−FinalRetraction

Tonal−Plateauing
Prosodic−DisyllabicMinimality

Segmental−muContraction−Maximal
Tonal−ToneDoubling
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Nesting pattern maintained

Distinctive left edge boundary that could 
be seen as a quantal word boundary
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Figure 4: Visualization of relative convergences per relative layer size
across the languages of the sample in the verbal domain
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Study 2: Linearization restrictions
How do different constituents compare?



Constituency and linearization
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• Logically speaking, constituents do not need to 
form linear bundles

• Most approaches take this to be the default

• It is also appears to be in line with the results of 
most constituency diagnostics

• The single cross-linguistically valid syntactic criterion for 
formal grouping is the CONTIGUITY of elements in the 
utterance. (Croft 2001:190)

• Can we detect constituency in patterns of 
linearization?

• This study will involve comparison across 
constituent-like structures than attempting to 
discover constituents in the first place
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(3) s 

NP V' 

I 
John V NP p 

up 

V the answer 
looked 

Structures such as (3) were widely accepted by descriptivist linguists in the 
1940s and 1950s but have been almost uniformly rejected by transformational 
grammarians. Since I regard as preposterous the grounds on which transfor-
mational grammarians have rejected that type of structure (see McCawley 
1982a for details), I harbor no prejudice against it. There are indeed several 
syntactic constructions for which there are strong arguments in favor of an 
analysis in terms of discontinuous structure, including parenthetical construc-
tions (4a), nonrestrictive relative clause constructions (4b), and extraposed 
relative clause constructions (4c): 

( 4) a. Your brother, I'm fairly sure, won't want to help you. 
b. Your brother, whom I don't trust, isn't a good person to ask. 
c. Several persons have filed suits who were injured in the accident. 

When those constructions are taken up below, I will present the arguments for 
a discontinuous structure. 

While I regard the outright rejection of discontinuous structure as mis-
guided, I note that continuous structures allow one to indulge in a typographi-
cal convenience, namely, that of representing the tree by a labeled bracketing: 
for example, the information embodied in the diagram (5a) can be represented 
by the formula (5b): 

(5) a. s b. (5 [NP John] [v· atev [NP bread]]] 

NP V' 

I~ 
John V NP 

ate 
I 

bread 

For convenience, I will in fact often use formulas like (5b) when referring to 
continuous structures; for example, I will use [v· VA'] as a shorthand device 
to refer to a verb phrase consisting of verb followed by adjective phrase. 

I should also point out that the terms "tree" and "tree diagram" are by no 
means interchangeable, though their uncritical use often makes them seem so. 
The typographical objects that appear as (3) and (5a) are tree diagrams, and the 
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Categorizing linear restrictions

• There is much more to linearization than implied by string-based representations of 
linguistic structures

• Good (2016) proposes to typologize linearization using the following parameters 

• Stricture: High-level categorization of linear restrictions (e.g., length vs. ordering)

• Foundation: Categorization of the relations among a linearization construction’s 
component “constituents”

• Violability: Whether the apparent linearization restrictions can be violated and if, so, 
what kinds of violations are allowed (e.g., lexical)

• Conditioning:  The context over which which the linearization restrictions operate 
(e.g., phonological or morphosyntactic)
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Classifying components

• Each component of a linearization pattern can 
also be typologized

• Its role in its foundation

• The kinds of elements that appear within it 
(whether the form a coherent class or not)

• How many elements can appear within it, e.g., 
whether it is a “slot” or “field”/“zone”

• Whether it exhibits a dependency within 
another component

• Taken together, the coding system allows for 
the description of linearization patterns as a 
distinct domain of constituent-like relations
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Tiene derived verb stem 
(Hyman 2010)

• Bimoraic size constraint

• C1: Unrestricted

• C2: Only coronal

• C3: Only Non-coronal

• C2 and C3 must match 
in nasality

             [ μ μ ]DERIVED STEM

-CVTVK-

1

Table 1: Causative verb forms in Tiene.

STEM CAUS GLOSS

-lE -lées- ‘eat’

-bany- -baas- ‘be judged’

-mat- -maas- ‘go away’

-pal- -paas- ‘arrive’

-piin- -piis- ‘be black’

-lab- -lasab- ‘walk’

-lók- -lósek- ‘vomit’

-suOm- -sOsOb- ‘borrow’

-tóm- -tóseb- ‘send’

Table 2: Applicative verb forms in Tiene.

STEM APPLICATIVE GLOSS

-ta -téel-E ‘throw’

-sı́E -sı́il-E ‘whittle’

-bót-a -bóot-E ‘give birth’

-kas-a -kaas-a ‘fight for’

-sÓn-O -sÓOn-O ‘write’

-kony-a -koony-E ‘plant’

-yal-a -yaal-a ‘spread’

-dum-a -dunem-E ‘run fast’

-lON-O -lOnON-O ‘load’

-súom-a -sónem-E ‘buy’

-yOb-O -yOlOb-O ‘bathe’

-yók-a -yólek-E ‘hear’
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Graph description of Tiene prosodic template
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Adapting a schematic representation that is 
intended to be intuitive to a machine-readable 
representation that can be used in 
computational analysis inevitably complicates 
the representation.



Coding Chichewa linearization constructions

• 34 different constructions were coded

• 9 “morphological” constructions (MOR)

• 8 “syntactic” constructions (SYN)

• 3 “clitic” constructions (CLT)

• 11 “morphophonological” constructions (PhMOR)

• 2 “phonosyntactic” constructions (PhSyn) 

• 1 purely phonological construction (the syllable)
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Sí-ú-kú-ká-ngo-zí-thyól-ets-el-á-nso
NEG-3SM-PRS-GO-JUST-10OM-break-CAUS-APPL-FV-too

mipando
4.chairs

“It is not just going to have the chairs broken for 
them as well (too).” (Mchombo 2004:69)

The verbal construction

Kodí anyaní á mísala
Q 2.baboon 2.ASS 4.madness

a-ku-phwány-á chiyáni?
2SM-PRES-smash-FV what

“What are the mad baboons smashing?”
(Mchombo 2005:69)

The kodí question construction



Syntactic construction
Morphological construction

Clitic construction
Italics = phonologically defined
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4.2 From graphs to a similarity metric 233
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Figure 4.4 Schematic graphs for illustrating simUI graph comparison method.

of this graph comparison method clear, one can consider the two schematic
graphs depicted in figure 4.4. The top graph and the bottom graph should be
understood as each sharing the three gray nodes in the center of the graphs,
and each have nodes that are not found in the other graph. Nodes that are not
shared are black in the top graph and the white in the bottom graph. In terms
of the templatic descriptions used here, gray nodes can be understood as in-
stances where two templates share a node of a specific type (e.g., the same
foundation or stricture type), while black and white nodes can be understood
as type specifications unique to each of the graphs. The arcs of these schematic
graphs are not labeled because this particular algorithm ignores such informa-
tion, as just discussed. (Indeed, it ignores arcs entirely, but they are retained in
the schematizations for purposes of illustration.)

The simUI graph comparison method calculates a similarity score for any
pair of graphs by dividing the number of nodes in the intersection of the two
sets of nodes associated with each graph by the number of nodes in their union.
This produces scores between zero and one, zero in the case where two graphs
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of this graph comparison method clear, one can consider the two schematic
graphs depicted in figure 4.4. The top graph and the bottom graph should be
understood as each sharing the three gray nodes in the center of the graphs,
and each have nodes that are not found in the other graph. Nodes that are not
shared are black in the top graph and the white in the bottom graph. In terms
of the templatic descriptions used here, gray nodes can be understood as in-
stances where two templates share a node of a specific type (e.g., the same
foundation or stricture type), while black and white nodes can be understood
as type specifications unique to each of the graphs. The arcs of these schematic
graphs are not labeled because this particular algorithm ignores such informa-
tion, as just discussed. (Indeed, it ignores arcs entirely, but they are retained in
the schematizations for purposes of illustration.)

The simUI graph comparison method calculates a similarity score for any
pair of graphs by dividing the number of nodes in the intersection of the two
sets of nodes associated with each graph by the number of nodes in their union.
This produces scores between zero and one, zero in the case where two graphs

Comparing graph structures

• The typological coding system used for this work does not lend itself to simple methods 
of comparison

• Instead, algorithms designed for comparison of graph-based structures need to be used

• One relatively straightforward one is the simUI method of Gentleman (2013)

• This can be used to create a distance matrix based on the graph-based representations 
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of this graph comparison method clear, one can consider the two schematic
graphs depicted in figure 4.4. The top graph and the bottom graph should be
understood as each sharing the three gray nodes in the center of the graphs,
and each have nodes that are not found in the other graph. Nodes that are not
shared are black in the top graph and the white in the bottom graph. In terms
of the templatic descriptions used here, gray nodes can be understood as in-
stances where two templates share a node of a specific type (e.g., the same
foundation or stricture type), while black and white nodes can be understood
as type specifications unique to each of the graphs. The arcs of these schematic
graphs are not labeled because this particular algorithm ignores such informa-
tion, as just discussed. (Indeed, it ignores arcs entirely, but they are retained in
the schematizations for purposes of illustration.)

The simUI graph comparison method calculates a similarity score for any
pair of graphs by dividing the number of nodes in the intersection of the two
sets of nodes associated with each graph by the number of nodes in their union.
This produces scores between zero and one, zero in the case where two graphs

Intersection: 3 nodes
Union: 12 nodes
Similarity: 3/12 = 0.25
Distance: 1−0.25 = 0.75

simUI method of Gentleman (2013) 
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Chichewa word minimality linearization domain
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A cluster of morphophonological
constructions is visible, but this may 
be an artifact of the way that they 
were analyzed.
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A cluster mixing syntactic, 
morphological structures is 
surprising.
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A cluster consisting of nouns, some 
syntactic constructions, and a vowel 
harmony construction is surprising.
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A morphophonological cluster 
is clearly detected.
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This analysis does not support a 
traditional distinction like word vs. phrase, 
but a difference between verbal and other 
constructions is potentially supported.



Finding constituents

• If we assume that all linguistic constructions subdivide cleanly into 
constituents, we will always find evidence to justify this analysis

• If we want to see if evidence for constituents emerges—in 
particular cross-linguistically and across multiple possible analytical 
dimensions—we’ll need different approaches

• This requires more complicated systems of coding than are typical 
of most current typological work

• It also requires experimentation with new methods

• Fortunately, the accessibility of computational and statistical 
methods has vastly improved in the last two decades
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